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Abstract

Medical Intelligence and Language Engineering Laboratory at the Indian Institute of Science developed Kannada and Tamil OCR and TTS systems and deploying them, created Braille and audio books for blind students and won Manthan Awards. Algorithms proposed for scene and born-digital word image recognition consistently retained the top positions in ICDAR Robust Reading Competitions since 2011. The TTS systems were adjudged second best in Blizzard TTS Challenge in 2013 and 2014. Current research is on solving the problems of unlimited vocabulary in building ASR systems for Dravidian languages of Kannada and Tamil, by using sub-word units for language modeling.
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Résumé

L'activité de l'Institut des Technologies de la Langue (MILE) au Laboratoire d'Informatique de l'Inde (Indian Institute of Science) a permis de développer des systèmes de reconnaissance et de conversion de la parole en Tamil et en kannada et d'utiliser ces systèmes pour créer des livres Braille et des livres audio pour les étudiants aveugles. Les algorithmes proposés pour la reconnaissance de mots image ont été stables et ont retenu les premiers rangs dans les compétitions de lecture robuste ICDAR depuis 2011. Les systèmes de TTS ont été récompensés deuxième meilleure performance dans le Blizzard TTS Challenge en 2013 et 2014. La recherche actuelle est sur la résolution des problèmes de vocabulaire illimité pour construire des ASR pour les langues dravidianes du kannada et du tamoul, en utilisant des unités sub-mot pour le modélisation de la langue.
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1. Introduction

The MILE laboratory at the Department of Electrical Engineering has made significant contributions to analysis of speech signals, text-to-speech conversion systems for Indian languages, document and scene image analysis and recognition and online handwriting recognition in Indian languages and is currently working on automated speech recognition for Tamil, Kannada and Hindi languages. The research focuses on real life applications of signal, image processing and pattern recognition in solving crucial problems in language technology, of particular relevance to Indian scenario, which is followed up with actual technology development. The work on document image analysis, script recognition, OCR of printed text, scene text recognition and text-to-speech conversion have been motivated from the commitment to develop deployable technology to enable visually challenged people to be able to have access to (by machine reading of) any printed book in Indian languages. In addition, free tools have been developed to read web text in any major Indian language in one’s own script. Also, Indic kBD, a tool for typing in any Indian script on Linux & Windows using QWERTY keyboard using anyone of many keyboard mappings has been created and made available for download.

2. Speech Analysis, Synthesis & Recognition

2.1 Time-Domain Features for Speech Analysis

Novel techniques have been proposed based on knowledge-based acoustic-phonetic approach to detect stop closure-burst transitions and epochs in speech. The new nonlinear feature, defined in the time-domain, called plosion index, is robust in detecting stop closure-burst transitions and performs much better than complex feature vectors of a large dimension. Extension of this, called the dynamic plosion index, has been shown to be robust in detecting instants of significant excitations in voiced speech and also the QRS complexes of noisy ECG.

2.2 DCT based Pitch-Synchronous Pitch Modification for Prosody Modification

A novel algorithm has been proposed for pitch modification. The linear prediction (LP) residual is obtained from pitch synchronous frames. The dimension of the DCT coefficients of the residual is modified by truncating or zero padding, and then the inverse DCT is obtained. This period-modified residual is then forward filtered to obtain the pitch modified speech. The radii of the poles of the filter are modified to smoothen the LP spectrum. This minimizes the mismatch between the pitch modified signal and the LP spectrum due to the change in the positions of the pitch harmonics. The technique has been applied to create interrogative sentences from affirmative ones in our Tamil TTS.

2.3 TTS Systems for Kannada and Tamil

The concatenative TTS system uses a basic unit, that is distinctly different from all the TTS systems in the world. This is very close to what is known as akshara in Indian languages and the concatenation is performed only across similar vowels, which makes it smooth and glitch-free. The Thirukkural Tamil TTS system developed is being used by over 1000 blind student members of Anna Centenary Library, Chennai. The Madhura Vaachaka Kannada TTS system has been used to convert high school and PUC books to audio books by www.kannadapustaka.org.
3. Document Image Reconstruction, Analysis, and Recognition

3.1 Knowledge-Driven Deep Models for Superresolution of Low-Resolution, Scanned Binary Document Images

While the widely accepted view in computer vision today is to use end-to-end approaches using deep neural networks (DNN), this work has convincingly shown that the performance of existing state-of-the-art DNN models for super resolution can be significantly improving by suitably modifying the objective function, driven clearly by the knowledge of the specific vision problem in question. Computationally efficient superresolution models are obtained by nonlinear fusion of the outputs of well-known image interpolation techniques. This method has been used to significantly improve the resolution of binary document images so that human readability as well as OCR recognition accuracy improve appreciably. This has been filed as an Indian patent and also a PCT application.

3.2 Script Recognition at the Word Level in Multilingual Documents

An algorithm has been proposed to identify the script of each word in a multiscipt document image. Gabor and DCT features were independently evaluated for their effectiveness using different classifiers. Gabor features with support vector machine classifier has given promising results; i.e., over 98% for bi-script and tri-script cases.

3.3 Kannada OCR with Performance Better Than Google’s Tesseract OCR

Inspired by the rich feedback in the ascending visual pathway in higher mammals, attention -feedback has been proposed for improving the performance of printed text and handwriting recognition systems. Different types of recognition errors are identified at the different stages of the machine learning system, and this feedback is used effectively to revise the binarization, line segmentation, character segmentation and recognition in printed text. This innovative idea has been filed as a patent. This has resulted in a Kannada OCR (Lipi Gnani, which has been shown to perform better than the latest version of Tesseract OCR on 250 benchmarking images (Shiva Kumar and Ramakrishnan, 2020). Tesseract OCR is being developed for 3 decades, originally by HP Labs for a decade, and then taken over by Google.

3.4 Analysis and Recognition of Camera-Captured Document Images

Techniques have been proposed to binarize coloured documents captured by cameras. New approaches were proposed for recognition of script at the level of the word in multi-script documents and for text extraction from complex, colour document images. An edge-based connected component approach has been proposed for binarization of color documents. It handles documents with multi-colored texts with different background shades; deals with text of widely varying sizes, not handled by local binarization methods; automatically computes the binarization threshold without requiring any input parameter.

4. Development of ASR Systems for Three Indian Languages

In this section, we elaborate the development of ASR systems for three Indian languages namely Hindi, Kannada and Tamil. In order to develop a good automated speech recognition (ASR) system, we require (i) high quality transcribed speech data in the order of several hundred hours and (ii) multi-domain text corpus containing several million words. Conventional ASR systems use graphical models like finite state transducers (FST) and stochastic and neural models like hidden Markov model (HMM) and deep neural networks (DNN) (Hinton et al., 2012). Recent end-to-end connectionist temporal classification (CTC) based techniques have been successfully applied to build large-scale ASR systems (Amodei et al., 2016). However, the size of the speech corpus required for the CTC models is much larger than that needed by the graphical models.

Due to limited data resources, we have used FST based models, which have been trained using 137, 280 and 180 hours of speech for Hindi, Kannada and Tamil, respectively. Our ASR systems have been built using the Kaldi open source toolkit (Povey et al., 2011). The building blocks of our ASR system are explained below.

4.1 Speech Data Collection and Correction

Since we require a large amount of transcribed speech corpus for training the acoustic model of the ASR, we have developed a speech recording tool that loads text prompts from our database and the volunteer reads the prompts one by one. Speech data has been collected using Sennheiser PC-8, Plantronics C320-M headphones and mobile handsets. The tool has provisions to rectify any errors in the recorded text/speech at the time of recording. Natural language processing tools for converting numbers, symbols and abbreviations have been integrated into the tool so that minimal manual effort is required to make the data ASR-ready. We have also developed an online transcript correction tool so that any errors uncorrected by the speaker while recording can be corrected at a later stage. After this, the transcribed speech data would be used by our ASR for training. Measures have been taken to ensure that the phone distribution in the spoken utterances matches that of the text corpus. Using this tool, we have collected speech from around 2500 native speakers of Hindi, Kannada and Tamil.

We have also collected a large amount of text corpus in these languages from Wikipedia articles, newspapers, magazines and books. The collected text has been pruned by removing Unicode errors and converting numerals, abbreviations and symbols. This is used to build the language model.

4.2 Design of the ASR Systems

The lexicon/pronunciation model has been created by getting all unique words from the text corpus and performing a grapheme to phoneme conversion. Schwa deletion in Hindi (Deepa et al., 2004) and voiced/unvoiced phonation rules for stop consonants in Tamil have been incorporated for better phone modeling. The lexicon model can be thought of as a map from word to phone sequences. Alternate pronunciations have been included for relevant
words in the lexicon with appropriate pronunciation probabilities (Chen et al., 2015).

Using the transcribed speech, we train a series of models: monophone, triphone and DNN to get the speech transcribed at the phone-level (Madhavaraj and Ramakrishnan, 2017). Finally, the DNN model is used with the word level trigram language model for decoding. Viterbi decoding with beam search is used during testing to get the best possible sequence of words from the given speech. The size of the vocabulary of train and test data and word error rate performance of our ASR systems are given in Table 1.

<table>
<thead>
<tr>
<th>Language</th>
<th>Training data</th>
<th>Test data</th>
<th>Vocabulary size</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hindi</td>
<td>137</td>
<td>45</td>
<td>65421</td>
<td>9.51</td>
</tr>
<tr>
<td>Kannada</td>
<td>280</td>
<td>67</td>
<td>200690</td>
<td>11.45</td>
</tr>
<tr>
<td>Tamil</td>
<td>180</td>
<td>54</td>
<td>189644</td>
<td>13.56</td>
</tr>
</tbody>
</table>

Table 1: Training and test data sizes (in hours), vocabulary size (in words) and word error rate (in %) of MILE ASR systems for Tamil, Kannada and Hindi.

5. Performance Enhancement of ASR Systems

Traditional ASR systems use mel frequency cepstral coefficients (MFCC) as speech features for acoustic modeling. These features are inspired by the human auditory mechanism and contain information about speaker identity, phone identity, stress, emotion, age and gender. However, for speech recognition, features are desired containing information only about phone identity. We have proposed two techniques: the first is a hybrid feature/model engineering technique based on scattering transform, and the second adapts the DNN model to suppress speaker variability. Both techniques succeed in extracting phonetic information as evident from the reduction in WER (see Table 2). These techniques are illustrated in the following two subsections.

<table>
<thead>
<tr>
<th>Features/model</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline MFCC</td>
<td>13.56</td>
</tr>
<tr>
<td>LFBF</td>
<td>13.48</td>
</tr>
<tr>
<td>Scattering transform (order 1)</td>
<td>13.16</td>
</tr>
<tr>
<td>Scattering transform (order 2)</td>
<td>12.36</td>
</tr>
</tbody>
</table>

Table 2: Comparison of word error rates (in %) of MILE Tamil ASR for different architectures and features.

5.1 Scattering Transform based Features for Better Acoustic Modeling

In this experiment, we have proposed a new DNN architecture employing a cascade of 1-D and 2-D filterbank layers which are essentially 1-D and 2-D convolution layers initialized with Gabor filter coefficients with various center frequencies and orientations. This architecture is motivated by filterbank learning techniques from raw speech waveform (Sainath, 2015) and uses scattering spectrum as front-end features (SainathScattering). The features obtained from 1-D and 2-D filterbank layers are combined and fed to a 7-layer feed-forward DNN for predicting the phoneme labels. This architecture models the acoustic features better, since it learns the features directly from the raw waveform. Using these filterbanks for Tamil ASR, we get a relative WER reduction of 2.94% and 8.85%, respectively, compared to the baseline features as shown in Table 2. More details about this experiment can be found in (Madhavaraj and Ramakrishnan, 2019).

5.2 Speaker Adaptation using DNN Co-activation Modeling

This involves suppressing speaker-specific information contained in the speech signal and extracting features relevant only for phone identification. Here, we propose a supervised speaker adaptation technique for DNN, which estimates prior statistics of node activations in every DNN layer from the training data and adapts the weights based on the activations obtained from the adaptation data. The DNN weight update optimizes a loss function which combines cross-entropy loss and KL-divergence measure between the prior activation statistic and adaptation data's statistic. Just by modifying the loss function, we obtain an absolute WER reduction of 2.44% over the baseline model. The results of our experiments with other variants of this training strategy are listed in Table 3.

<table>
<thead>
<tr>
<th>Model adaptation type</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline architecture</td>
<td>13.56</td>
</tr>
<tr>
<td>Mean normalization at every DNN layer</td>
<td>13.48</td>
</tr>
<tr>
<td>Mean &amp; variance normalization at every DNN layer</td>
<td>13.44</td>
</tr>
<tr>
<td>Mean normalization at the first affine layer of DNN</td>
<td>11.62</td>
</tr>
<tr>
<td>Mean &amp; var. normalization at the first affine layer of DNN</td>
<td>11.12</td>
</tr>
</tbody>
</table>

Table 3: Comparison of performance of Tamil ASR for different speaker adaptation schemes for DNN-based acoustic models.


Handling the infinite vocabulary problem is a major task in improving the recognition accuracy of ASR systems for Tamil and Kannada. This problem arises due to morphology, inflexion and agglutination properties of the languages. Graphical model based ASRs require a finite set of words, and it is impossible to contain these languages within a finite vocabulary and build the system. To tackle this issue, we propose subword modeling, where the vocabulary contains only the subword prefixes, infixes and suffixes with proper identification markers for the language model to learn the order of subwords. The subword modeling experiments conducted for Tamil ASR are explained below.

6.1 Word Morphology based Language Modeling

In this experiment, we use the Morfessor toolkit (Smit et al., 2014) for subword modeling. Morfessor is a statistical
machine learning tool used for morphological analysis to segment a given word. These subwords are used as basic units in our lexicon for recognition. We learn the language model by converting the training corpus containing words into a sequence of subword tokens. The lexicon preparation for the subword dictionary is a straightforward task for Indian languages, since they have an almost one-to-one correspondence between graphemes and phonemes. The rest of the ASR systems are built as explained in (Madhavaraj and Ramakrishnan, 2017). During post-processing, the subwords are joined into words using the identification markers in the recognized text. We obtain a WER comparable to that of the word-level ASR as reported in Table IV.

### 6.2 Maximum Likelihood based Language Modeling

This uses byte pair encoding (Sennrich et al., 2016) to perform subword modeling, where the list of subwords, their occurrence and co-occurrence probabilities we are derived and based on a specifically designed subword finite state transducer (FST), the most likely segmentation for a given word is estimated. Since segmenting a given word into subwords is a combinatorial explosion problem, maximum likelihood (ML) estimation is employed through expectation-maximization procedure and this problem is posed as a weighted-FST (WFST) graph search problem. Two different methods are proposed for ML estimation, namely Viterbi and forward-backward techniques, whose performances are listed in Table 4.

### 6.3 Manual Modeling

The performances of both morphology-based and ML-based techniques depend highly on the quality and diverseness of the corpus. Yet, there is a high probability that some of the subwords derived by these techniques may not be valid prefixes, infixes or suffixes. So, we manually construct the lexicon graph for Tamil words for different nouns, pronouns, adjectives, adverbs, numbers, verbs and infinitives. The ASR now uses a lexicon of only hand-labeled subword units for recognition. We have also created a provision to add new words into this lexicon graph which cannot be analyzed morphologically. One advantage with this modeling is that the lexicon graph can be readily used for many NLP tasks such as part of speech tagging, lemmatization and text translation.

### 7. Conclusion

The commitments and contributions of MILE laboratory over the past two decades in performing fundamental research in technologies for Indian languages have been described briefly. All the data we use have been collected by us: India has a huge population and so, there is no dearth for creation of standard databases.
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