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Abstract

The RESTAURE project (2015-2018) aimed at providing digital resources and natural language processing (NLP) tools for three regional languages of France: Alsatian, Occitan and Picard. These languages belong to different language families and are characterized by heterogeneous sociolinguistic situations. In this paper, we focus on the main challenges faced during the project and detail the solutions that we have implemented for the development and distribution of the resources and tools produced. We also present the main lessons learned from the RESTAURE project.
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Résumé


1. Introduction

France has only one official language, French, but many more regional languages are present on the French metropolitan territory (23 according to Leixa et al. (2014), but there is no consensus on this number). In contrast to French, these regional languages are poorly equipped with linguistic resources and NLP tools. In this article, we present the results of the RESTAURE project (2015-2018) aimed at providing digital resources and natural language processing (NLP) tools for three regional languages of France: Alsatian, Occitan and Picard. It brought together researchers from four French research units located in Strasbourg (Université de Strasbourg – LiLPa), Toulouse (Université Toulouse Jean-Jaurès – CLLE-ERSS), Amiens (Université de Picardie Jules Verne – Habiter le monde) and Orsay (LIMSI).

We will first briefly describe the three regional languages of France included in the project (Section 2). We will then present some challenges to providing language technologies for these languages (Section 3). We will also discuss the solutions, based on recent recommendations to improve digital language vitality of under-resourced and minority languages (Soria et al., 2013; Ceberio Berger et al., 2018) (Section 4). Finally, we will present the main lessons learned from the RESTAURE project (Section 5).

2. Description of Alsatian, Occitan and Picard

2.1. Alsatian

The Germanic Alsatian dialects are spoken in the North-East of France. The dialectal domain of High-German dialects in France actually stretches farther than the former Alsace region and encompasses part of the Moselle department. Moreover, the dialectal domain can be decomposed in several areas, with Low Alemmanic, High Alemmanic and Central German Franco-German dialects being represented. The Alsatian dialects can be traced back to the 6th century and the linguistic changes brought by the Alemanni and the Franks (Huck, 2015). The last decades have however seen a decline in the use of the Alsatian dialects, with French being used as the main language of communication in the region.

The Alsatian dialects have mainly been used orally, with a small literary production since 1816 (mainly theater plays and poetry). Spelling is not standardized, which, in addition to spatial variation (both on the phonological and lexical levels) accounts for the very diverse graphical variants found in writing.

2.2. Occitan

Occitan is a Romance language spoken in southern France and in Val d’Aran in Spain and in several valleys of Italy. Occitan has several varieties organized in dialects. The most accepted classification suggested by Bec (1996) includes Auvergnat, Gascon, Languedocien, Limousin, Provencal and Vivaro-Alpin. However, each dialect has
also internal variations. Occitan is written since the Middle Ages and an extensive body of literature has been produced. Although much less socialised than it was before World War II, Occitan is now present in newspapers, on the Internet, on the radio and television, and in some schools and universities. There are two main spelling standards: the ‘mistralienne’ spelling designed in the mid-19th by Frederic Mistral and the ‘classical’ spelling from the 20th century based on medieval conventions whose aim is to minimize the dialectal differences while keeping dialectal particularities (Sibille, 2006). However, literature in Occitan is characterized by a plethora of non-standard individual spellings.

2.3. Picard
Picard is a langue d’oil (Romance language group) spoken in the North of France (Hauts-de-France) and the Belgian province of Hainaut. Picard has several varieties and spelling is not standardized. Picard is, however, used in writing, as shown by the PICARTEXT database (Eloy et al., 2015), which includes literary works, totalling about 5 million words.

3. Challenges
In this section, we present the most important challenges we have faced during the project.

3.1. Data Bottleneck
Figure 1 sums up what we call the data bottleneck challenge for collecting and producing high-quality and properly curated linguistically annotated data. Even if the problems presented are not confined to under-resourced languages, they are even more important for them. First, collecting raw corpora is made difficult by the scarcity of available resources. For instance, it is usually easy to collect very large corpora on the Web (e.g. using Wikipedia) for languages with many speakers and a good online presence. This is much more of a challenge for under-resourced languages. Second, accurate and complete linguistic descriptions are needed to enrich corpora with annotations (e.g., part-of-speech, morphosyntactic features). Up-to-date grammars are very difficult to find for regional languages of France: if they exist, they are often outdated or incomplete. Third, concerning the annotation work per se, it is hard to recruit people who are both proficient speakers and skilled annotators.

3.2. Dialectal and Spelling Variation
As already hinted at in Section 2., Alsatian, Occitan and Picard are neither homogeneous nor fully standardized. Different varieties or dialects of these regional languages can be identified in each region. Spelling conventions are either rather recent, or not much used, or even accommodate for dialectal particularities. All in all, dialectal and spelling variation is challenging for NLP tools. For instance, the uncontrolled use of punctuation marks makes it difficult to develop reliable tokenizers, which automatically break down texts into words (Bernhard et al., 2017).

4. Solutions
The solutions we have implemented include a large part of the recommendations by Soria et al. (2013), both for the development of resources and tools (see Section 4.1.) and their distribution (see Section 4.2.).

4.1. Development of Resources and Tools
The development of resources and tools was based on three main principles, in accordance with Soria et al. (2013): (1) cooperation, (2) use of standards and (3) re-use and recycling of existing tools.

4.1.1. Cooperation
Cooperation between the teams involved in the RESTAURE project was an important asset, all the more so as the different teams specialized in different domains and had variable previous experience in producing language technologies for under-resourced languages. It lead to the development of a common corpus annotation workflow (see Figure 2) and to collaboration in carrying out the various sub-tasks.

For instance, Strasbourg and Toulouse cooperated to perform Optical Character Recognition (OCR) for corpus acquisition (Vergez-Couret et al., 2015). Strasbourg and Amiens worked together to develop a tokenizer for Picard (Bernhard et al., 2017). Orsay provided help to Amiens to parse and format lexicons. Finally, Orsay and Strasbourg
cooperated on the task of identifying place names for Alsatian (Bernhard et al., 2018b). Clearly and in retrospect, many tasks could not have been accomplished, or in a less sophisticated form, without the collaboration between the different teams. This cooperation made it possible to compensate, to some extent, for the lack of human resources and specialists for the regional languages under study.

4.1.2. Use of Standards
As Soria et al. (2013) write: “Use of standards is the key to interoperability of resources, as they allow resource sharing, re-usability, maintainability and long-term preservation.”

We thus chose to share the annotated corpora produced by the RESTAURE project in the CONLL-U format, defined in the Universal Dependencies (UD) project (Nivre et al., 2016). This format is directly usable for training POS (Part-Of-Speech) tagging tools such as spaCy or UDPipe (Straka and Straková, 2017). Moreover, the Universal POS tags defined in UD helped us define tagsets for Alsatian and Picard as well as write annotation guidelines based on the UD recommendations. The original tagsets for Alsatian, Occitan and Picard are not strictly identical to the UD POS tags, but could be transformed into these tags using a correspondence table. The procedure for transforming our corpora into UD format is described in Miletic et al., 2019.

4.1.3. Re-Use and Recycling of Existing Tools
During the course of the project, we re-used and recycled existing tools, whenever possible:

- OCR (Vergez-Couret et al., 2015):
  - Tesseract (Smith, 2007)
  - Jochre (Urieli and Vergez-Couret, 2013)
- Part-of-speech (POS) tagging (Vergez-Couret and Urieli, 2015; Bernhard et al., 2018a):
  - for Occitan, Talismane (Urieli, 2013) and APERTIUM (Armentano I Oller, 2008)
  - for Alsatian, TreeTager for German (Schmid, 1994)

- Corpus annotation (Bernhard et al., 2018a): Analog tool (Lay and Pincemin, 2010)

4.2. Distribution of Resources and Tools
The distribution of resources and tools produced during the RESTAURE project also followed three main principles, again in accordance with Soria et al. (2013): (1) document resources and technologies, (2) be open and (3) share and sustain. The outputs of the RESTAURE project are shared on the Zenodo platform (https://zenodo.org/communities/restaure), under a Creative Commons Attribution Share Alike 4.0 licence (CC-BY-SA). The resources and tools are associated with a DOI and are fully documented.

5. Lessons Learned from the RESTAURE Project
Finally, we detail the lessons learned during the course of the project:

Cooperation is key This work on regional languages of France could not have been carried out without real cooperation between various teams with complementary skills (sociolinguistics, dialectology, natural language processing). The parallel work on several languages made it possible to benefit from the experiences carried out on other languages and thus gain in efficiency. The problems that arose in one language led to increased vigilance on this subject in the other languages.

Do not feel inferior to “big” languages Working on under-resourced languages often means starting building language technologies from (or almost from) scratch. It is easy to feel that you are far behind in comparison to better-resourced languages with many more researchers, resources and tools. Producing language resources requires time and the means to do so, and both are rare for under-resourced languages. These extrinsic constraints are difficult to control but should not undermine the desire of researchers to keep working on these languages. This requires that funding agencies as well as program and reviewing committees acknowledge the specific challenges of work on under-resourced languages.
Do not reinvent the wheel This is an important principle. First, this means that instead of developing new tools, it is often less time-consuming to try and find a similar tool which can be adapted to your own needs. It is also necessary to learn from similar projects, including e.g. existing guidelines for annotating corpora. Within the project, participants should share a common workflow and use the same tools, if possible. In return, it is important to distribute the resources that have been created, so that the work is beneficial to others.

Focus on data rather than tools Nowadays, most NLP tools are able to learn from data. Methods have evolved from being predominantly based on rules towards machine learning techniques, which are in principle applicable to a wide variety of languages. The main condition is that data are available for re-training them. It is therefore advisable to concentrate on data collection and annotation, rather than on the development of tools. As stressed earlier, tools can then be re-used or re-trained.
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