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Abstract
The article presents an infrastructure for building grammar models and language technology applications for indigenous languages, i.e. for languages with a too complex grammatical structure and a lack of the huge amount of corpus material being necessary for mainstream language technology approaches to work. The infrastructure and grammar models provide a large array of applications for indigenous languages. The main problem for indigenous languages turns out to be structural hurdles set up by the major software providers. The article presents these hurdles, as well as a way of overcoming them.
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1. Introduction
This article presents a way of making grammatical analysers and language technology tools for minority languages with a complex grammatical structure. The infrastructure is hosted at The Arctic University.

The article is organised as follows: First we present our modus operandi, philosophy, scope of work and our major results. The next section presents the major problems facing language technology for minority languages, where integration of our solutions in major writing tools is a key point. The following section presents a solution to these problems, in the form of a manifesto for open language technology. Finally comes a conclusion.

2. Our modus operandi
We work together with the language community, and use rule-based technology and traditional linguistic analysis. In principle, one native speaker is enough, although we always try to involve the people or organisations that have the confidence of or are appointed by the language community to handle language planning.

Our models are not trained on any corpus, and the data sparsity bottleneck thus does not exist. Our technology supports the most complex morphology and morphophonology, but also works well for less complex languages.

By being grammar-based, we are able to offer a three-party cooperation, where all parties have something to gain: Participating in a project building language models within our infrastructure, university-based linguists will get the opportunity to test their grammatical generalisations on a full scale. Language activists will get the tools they need in order to revitalise the language, and programmers will get the opportunity to apply their programs on a new language. Opening up for a cooperation with university linguists is of crucial importance: Each language with a formalised orthography has at least one linguist devoting his or her life to this language. A grammar-based approach will offer this linguist good reasons for joining the project.

2.1. Open source, rule-based technology
In order to model the complex grammar of indigenous languages, we use the Helsinki Finite State Technology, Hfst\(^1\), a tool set being source-code compatible with (Beesley and Karttunen, 2003), and ultimately going back to (Koskenniemi, 1983). It is capable of modeling natural languages in all its complexity, in an explicit and transparent way. To disambiguate morphological homonymy and adding syntactic function and thematic roles, we use Constraint Grammar ((Karlsson, 1990), (Karlsson et al., 1995)) and the compiler VISLCG3\(^2\)

The net result of this is a set of powerful grammatical analysers and generators for circumpolar and other languages\(^3\). In addition to providing a source of information on the grammar of these languages, the models are integrated in a language-independent infrastucture.

1\http://github.com/hfst
2\http://visl.sdu.dk/cg3.html
3\An interface for using these programs can be found at http://giellatekno.uit.no
ture (Moshagen et al., 2013). By means of this infrastructure we are able to build a wide range of applications and tools. This includes a set of text proofing tools, programs for language learning, and for machine translation.

2.2. Mainly circumpolar languages

We primarily work with Saami languages, but also with other Uralic languages, with Greenlandic and Faroese, and with First nation languages in Canada (see e.g. Arppe et al., 2016). All but Faroese are known for very to extremely rich morphology.

Figure 1: Morphology-enabled dictionaries in the present infrastructure

2.3. Lots of tools

Using these language models, we build spelling checkers, grammar checkers, mobile keyboards with spellers, rule-based machine translation, and offer analysed (i.e. machine-annotated) corpora. We also make intelligent computer-assisted language Learning tools and dictionaries with grammars (cf. Johnson et al., 2013), an overview of the languages is given in Figure 2.

Both the infrastructure, the linguistic resources, and most of the corpus texts are available as open source. Some corpus texts are not open, due to copyright issues, but single quotes are available via the corpus interface.

3. So we made it - but still?

As described above, we have developed a lot of tools, covering key areas for indigenous languages. Still, our tools are not for everyone, not because they are not available – all our tools are open source and free for everyone – but because the platforms and environments people are using are not open for all languages.

There are numerous examples of such hindrances, from the very low-level language codes to the highest level speech processing API’s. The following are but a few of the issues we have met.

For example, our spelling checkers do not work in Chromebooks, and it is not possible to make our spellers work in Google Docs the same way as Google’s own tools with red squiggles and right-click functionality. The same is true for MS Office 365. These are problems created by Google and Microsoft – we know that our spellers work, but we are not allowed to put them to use. There might not be an API for providing speller services (e.g. in Chrome OS), or Microsoft and Google have not made available systems for adding third-party spellers to their web-based Office suites.

Another example is combining diacritics in Unicode. These are often unreadable when used in indigenous languages, cf. Figure 2. The explanation is an example of colonial structures manifested in basic language technology: the Unicode consortium has established a principle that no new precomposed letters can be added to the standard, and that new base character + diacritic combinations should be handled by a dynamic composition mechanism – the diacritic is automatically placed on the base character in the optimal position.

Although this sounds like a nice way of keeping the size of Unicode within manageable boundaries, in practice it does not work, and it hits indigenous and minority languages only. The problem is that the combining machinery varies by each implementor, giving inconsistent results. One can never trust that the visual appearance on one own’s computer will be the same as on the reader’s. And often the result is just gibberish.

Kildin Sámi letters as they appear in some text engines:

\[
\begin{align*}
O & \quad \ddot{O} \quad \ddot{\ddot{O}} \quad a \quad A \quad a^- \quad E \quad e^- \quad E^- \quad \ddot{E} \quad \ddot{E}^- \\
\end{align*}
\]

- Helvetica
- Times

Kildin Sámi letters as they should appear:

\[
\begin{align*}
\ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \quad \ddot{O} \\
\end{align*}
\]

- Helvetica
- Times

Figure 2: How dynamic diacritics often render in popular text engines (top). Correct rendering below.

Why is it only hitting minority and indigenous languages? Because all majority languages are covered by the existing precomposed letters, so none of the developers really get to see the problems in daily use. It is clearly so, since the bugs illustrated above have been consistent and persistent for at least 10 years.

While it is easy to criticise the makers of the text ren-
dering engines, one could as well blame the Unicode standard for the situation. Why should new precomposed letters be banned from the standard? Space is cheap nowadays, and adding some extra letters based on existing symbols to a font should also be quite cheap. One could assume that in high-quality, broad-coverage fonts the issue would then be resolved. One could still keep the present, dynamic composition as a fallback for less developed fonts, and there will still be cases where dynamic compounding is an acceptable solution. Seen from the perspective of minority languages, whether the issue is solved by better font rendering or by extending the characters repertoire of Unicode is not important. The point is that it should be solved, and not be kept in a situation where neither solution works.

Dictionaries and easy access to definitions, translations and usage examples are very important to minority and indigenous language communities, much more so than for majority languages. And the ability to look up a word in text and immediately get an explanation and translation is crucial in language revitalisation, all the while these languages typically have complex inflections making a direct lookup based on the word form often challenging.

Many operating systems, both desktop and mobile, do have such functionality built-in. Unfortunately it is often either locked down, or of very limited use because there is no way to provide morphological analysis and disambiguation of the input text. So while there is plenty of support for English speakers wanting to learn or needing help in understanding German on e.g. iOS, there is no way the same service can be provided to indigenous and minority languages. It is possible to provide similar functionality via other means, but that includes extra steps for the users, steps that in practice is a blocker for actual use. Why can’t there be a dictionary lookup API available to anyone and with hooks for morphological analysis, providing user services the same way as Apple’s own licensed content? Why does third party content have to be treated like third class citizens?

There are a number of settings in which it is desirable to have localised software, including whole operating systems. But most software is not easily localisable, or independently localisable at all. And if it is, it is usually a non-trivial task to distribute the localisation to the users. And if you are able to overcome all these hurdles, you will eventually find that your language is not listed in the language preferences of your operating system, so that the localisation is either unavailable, or the localised software has to resort to special settings to make it available. On top of that the localisation process varies by software and operating system, and is very time consuming despite software text strings usually following a simpler syntax and a lot of repetition. The end result is that most software and operating systems are not localised beyond the dominating languages, and often they can’t be localised even if one wants to.

Speech technology is one of the hotspots of language technology these days, and there are academic papers on how speech technology can help overcome the digital divide for indigenous languages by just skipping the written mode, cf. [Palkar et al., 2012]. The problem is just that – even if you succeed in building that fantastic speech recognition + machine translation system – you can’t make it work where the users are. That is, you can’t add your own voice to the Android phones used by the language community, and chances are that the language as such is not even recognised by the operating system. And the speech technology API’s are most likely closed behind an unfriendly license, or not available at all.

These are just some examples of issues meeting indigenous and minority language communities. The language technology groups at UiT are just two of many working to improve the situation for these language communities, but due to the issues mentioned above, we just can’t provide the tools and services our users want!

To be clear, issues like the above are not restricted to the software providers mentioned, the providers are just examples. The problems are found everywhere in the software industry, including in major open-source projects.

4. Solution: A Manifesto for Open Language Technology

To solve the issues discussed in the previous section, we propose a set of simple software development principles, dubbed a Manifesto for Open Language Technology. The four principles are:

Open localisation: all software should be localisable independently of the producer of the software

Open interfaces: all language-related programming interfaces should be open by default

Open resources: all language resources should be open and accessible for everyone, given the permission of the language community

Accessible standards: language-related international standards should be respected, fully implemented and implementations should be regularly updated

We’ll elaborate on these principles in the following sections.

4.1. Open localisation

The software belongs to its creators, but one could argue that the user interface language belongs to the language community, or rather, that any language community should have an independent right to localise any software they deem necessary to their language, without asking the creator of the software. In fact, the localisation of software and access to localisations should be made such that the software creator should not need to be involved at all.
Given that the major software platforms nowadays have their own app stores, it should be possible to add something like a locale store to it, a place where users can get and install localisations for any language they want. And the localisation packages should include localisations for any piece of software that has been localised into that language, be it the OS itself or any first or third party software package.

The first principle says that the language belongs to the language community, and that should also be true for localisation.

4.2. Open interfaces

Modern digital devices usually come with a lot of linguistic features, from spellers to digital assistants. Most, if not all, of these features have an API at some level. But these API’s are not equal: some are open and free, such as speller engine API’s, others are behind license bars, such as a lot of speech technology API’s, and some are not public at all, such as the API’s for adding speech assistant support for new languages.

The major software houses will never make language technology for most of the world’s languages, and that is fine, they don’t have to. What is not fine is that they don’t allow the language communities to develop that technology themselves, by locking all needed API’s behind bars of various kinds.

The second manifesto principle says that all API’s related to language technology should be open and accessible to any language, no questions asked.

This principle does not mean that the language technology itself has to be open, it just says that if the OS vendor does not provide support for language A, it should not stop others from providing that support, and the support should be transparent for the users.

4.3. Open resources

Building linguistic resources for a language is time consuming independently of the actual technology being used. It is vital that the language resources belongs to and are in control of the language community, both for legal and ethical reasons. Too many times it has happened that language resources for an indigenous language has been owned by a private entity, blocking reuse of those resources in settings not directly benefiting that private entity.

The best way to ensure this is to always develop linguistic resources using an open license, although that must in the end be decided by the language community. The third manifesto principle says exactly that: language resources should be open independently of private entities, and the license and openness should be decided by the language community.

4.4. Accessible standards

There are a number of digital standards relating to human languages. And the standards usually take all languages of the world into consideration. But unfortunately these standards are not always implemented in full, and they are thus unreliable and unaccessible.

The most visible example is the ISO 639 series of language codes, especially the 639-3 language codes that cover in principle every language on earth. What is lacking is support from the software industry, especially the operating system developers.

All OS’s do recognise these codes as language codes, but that’s it. For most languages, its code is not recognised, just that it is some language code. This means, for example, that most languages:

- are not known to the system, and can’t be a preferred locale
- show up as language codes if you install tools for them, not with the language name
- have to be hidden behind the other language code to be recognised on some systems
- can not be used for speech technology applications

All digital standards relating to human languages, especially the ISO 639 standard, should be treated the same way as Unicode: be fully implemented, and updated regularly both by the standard bodies and by the OS vendors. This is what the last principle is all about.

5. Conclusion

We have developed an infra and tools for a number of morphologically complex languages. We have shown that LT tools are possible for any language, irrespective of available corpus and grammatical complexity, but we have also shown that there is a lot of issues left, issues caused by lack of support and direct neglect from the major players in the software industry. Finally, we propose a short but pointed list of software development principles to address the issues we have identified. The ultimate goal is to achieve indigenous self-determination in the digital realm.
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